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ABSTRACT

In the lenerai control perspective, the CELSS concept implies & very complex system and presents chailen_s at every level.

These challenges are generated by: (1) the prospect that the syst_-m will be inherently unstable, (2) the prospective di/Y_ty
of establishing an adequate mathematical modal of the system for the purpose of control law synthesis (dimensionallty is high,

and the dynamics and interactive processes of some of the subsystems are not understood well), (3) assuring control law

robustness (assuring that the resulting control law(s) will be effective over the domain of the specified uncertainties), (4)

hardware realisation of the control law, (5) hardware system robustness (Ufault tolerance s') and (8) achieving the logistics of

the antomathm (or "management") a_npects of the problem. A suggested organisation of the problem, a sketch of the issues

related to perceived dh_ficuities, a commentary/evaluation of the issues, a review of metho_ available to address the issues,
and a su_es_d strate_ to address the bro_ul CELSS systems control problem are presented.

INTRODUCTION

The effective reaiiza_ion of the CELSS requires that the actions taken to meet these challenges be carefully planned and

coordinated, and that the moat recently developed capabilities be included in the systmns synthesis and design and in dealing
with the issues which mun be reso|ved.

Implicit in the _ concept is the need to develop a reliable bioregenemtive system to provide life support for huma_ in
space. The development of such a life support system can be aided through the use of mathematical modeling, analysis,

control synthssis and simulation, each of which plays a valuable role throughout the development process: from the
formulation of the conceptual design and the initial research on component processes throu_,h real time integration of the

system with the crew.

THE GENEKAL PROCESS OF CONTROL SYSTEM GENERATION

To help put the elementa of the discu_on to follow in rela_ve and _olute perspe_ive, the pba_ of the gener_ contxol

system reaiizat/on process are next digressed. In br/ef: (I) Two mathematical model* of the system to be controlled are

generated: one to he used for control system synt.hesis and one for controlled system performmace demonisation. (2) Based on

the control system synthesis model, a control system preliminary design is made. It is tested via anaiyvis and via mmulation

of the performance demonstration model for known particularly critical _enarios. (3) Preliminary hardware selection is made

based on the pre_minary design. Laboratory determination of component performance is done when needed. (4) The physical

propertie_ of the selected hardware are included in both models and the control sys_em is reevaluated and refined bali on

these results. Experimental performance deternmaation of subsy_tema and _roupe of inter_in_ subsystems is dane when

needed. (5) The control system is roved based on these finding. (6) Hardware selection is adiusted. (7) Final system

performance is verified. (8) Hardware selection is finalized. (9) As much test verification as is practical is done.

Since the CELSS is large and complex, one should not expect the system configuration and the control system config_ation

to materialize without iteration. The system developmen_ process must be structured so that all its aspects can grow as

system requlremen_ come into focus, new methods become available, new technology becomes available, and as personnel are

brought into the program. The effectiveness and the efficiency of the program depends on accomplishing this structuring goal.

There is adversity to achieving required _j_em performance in each of the phases, and it is the dealing with these advendt_es

that is the subject of _ discussion.

Performance Robu_uess: The Ulthnate Goal

Formally, it is sufficient to say that the _oai of the systems control/systems management problem is "performance
robustness _' after making smtahie definitions. This is a word parsimonious action, but it is not transparent to the man_

details and issues to be addre_ed. However, it is well worthwhile to formalize the terminology.

A complete performance specification will define and describe the required system performance in a complete and rational

way. It will also define and describe the adversities which the syetem must overcome in the process of providing the specified

performance.
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_ ROBff57WE$$. (1) l/4 ,¢s_ is/reed so ti_¢ it initial satis[ies _ perlormunce

rpecificatioas, cmd i[ it _ll conhnmz to sablj_ th_ pcr/_ criter/ox lot a_[ z_se.qmm| t/raz [m" _ pos_

resu/ts of the ad_erle ial'_.nces deehsred in the performance sp¢c/fieat/ots, then the I_stem is said to be performance

rob_| to tl_ adcer_tieJ with respec! to the peUfotmm_ eriterio_ (2) If 4 syttem is .freed so that it initially does

not sat/s_ the performance spec/ficahons b_ comes to sat/sj_ t/_ per]ormms_ rpec/]/cahoas in 4 _init¢ period of

time for oJ_ po#nb L" res_ of the o_ver_ties, ar_ _eq1_nt_ safl|_es the. per_ormmace rpet_j_eahont ]or- oH

sld_se_eni t/m_ ]or all possib_ re_._s o/ the adserse inCl..noes declared _n the _r_orma._e tpec/_/eat/on, then the

system is said to _e per_e robust to the _erlti_ies with rerpect to the performance tpec_eatiens.

A ro_st eontroiis a control systc_n which causes a controlled syst_nn to provide perforn_nce robustness.

Adversities to Perf_m_mce Robum_

It is in confront.inK the details of the na_uro o_ the adversities that the robum_ control problem comes into focus and that the

means of dealinK with this level of complexity can be brouKht into focus. Historically, performance robustness has always been

the goal of the control synthes_s/desiKn activity. However, until relatively rec_ the concept wu no_ _harp_ defined and

means of its pursuit were not known or available. These means axe: low-cost high volume, high speed compS,

mm3_mstic4d modeling, mathematical and numerical _m_sis, and the capability of simul_ion of lar_e-scale dynamic sy_-

tems. All of these are necessary for the general t,_k of contro| syst_em development. A characterisa_on of these uncertams3es

follows.

rate model _ _ c/33_ It should be expected tha£ the functional forms of the rate models witl not exactly

predict the actual system rstes. A most common example of this reality is the result of the use of linear rate forms (with

winch we are best equipped to deal) to approximate nonlinear rates. This is the case in winch we know more accurate

represent._/ons, but we wish to take sdvant._Ke of the use of a more convenient form. A very diHerent source of such

uncer_mn_y is the modelin_ of the dynamic processes of such subsys_-ms ss vegetation, which is no_ currentiy well-known. In

this case, the best known fnnc_onal forms do not exactly describe the dynmmcs of the vegetation=

rx_e mo_el _ _ It is Kenerally true that we cannot know the parameters of the model of a system

exac_y (even ff we knew the functional forms exactly). As an example, in mechanical systems, the linertiu cannot be known

_y althouKh New_.on_s laws, in terms of functional form, axe well established.

_nown and _ _ For the most part, the effects of dynamics of the acuxal system which are not represented

in the model are among the most difficult to _, and le_ is known about dealing with this source of uncertahx_y.

IKnored dynamics falls into two cateKories: that which is specifically unknown and that which is known but is ignored in order

to reduce the mathematical complexity of the model

It can be said t_t dynamics which contribute to "unstable" system behavior cannot validly be LKnored, and that, as is

typical, most is known about dealing with ignored stable dynamics of nominally linear systemo /1/, /2/.

ad_ve _ "Additive disturbances" is the category of uncertaingy which character_es that impac$ of the

environmen_ of the system on the system in such a way as to add to the effect of the system's inherent dynamics. Examples

of such di_urbances are: cha_e in commanded sys_n conditious _ne history ("mana_emeut, _ or "tracking' commands) aad

uns_eduled crew activity.

_ "Trackin_ commands" are signals issued to the control system which characterize the desired time

hi_ory of the variables of interest of the overall system ("controlled output_). Tracking commands are cer_nly not

"_aknown_ or "unce-rtainties n in the convenl;ional sense. However, it is ea_ d_ that track_ commands impose

performance robu_ness factors on the system which are entirely equivalent to combinations of additional dynmincs and

additive disturbances.

Aerator _ effort _ Actuators, the subsystems which convert the power necessary to impose c_l

commands on the system, Kenerally are subject to both additive disturbances and the unce_ainty due to unmodelled

dynamics.

_ _ The measurement subsystem, which is composed of the sensors and the _ con-

ditionin_ equipment which _enerates the data processing sisals from the sensor variables, is _enerally subject to both

sdditive disturbance and the uncertainty due to unmodeIled dynamics.

_ Component failure is the most visible source of potentially cat_t_phic system performance failure.

Either control subsystem components or meamu_meut rabsystem components could be involved in this occurrence, although

actuator subsystem componen_ are more likely to faildue to moving parts and power modulation.

SoR_are _ Since the CELSS is larKe-scale and complex, the overall manaKemen_ and control software is expected to

contain many instructions with complex logic and computation. It is projected that in the next _eneration of high

performance aircraft, the control system software will con_min in the order of two million instructious /3/. Such being the

ca_e, one or more faults in the sequence ot instructions should be expected.

ISSUES

Having recognized the phases of the Keneral control system generation process, having defined performance robustness, and

having listed the categories of adversities to achievinK performance robustness, we can now examine the issues which relate to

performance robustness.

To analyze the issues which confront the developmen_ of the CELSS management/control system, it is useful to divide them



into three groups: (I) the control system development process, which deals with adversities to obtaining required performance

and control system synthesis, (2) the integration of newly available capabilities into the system development process, and (3)
mi_cellaneouspoints which are raised from different perspectives, whether they are in fact contained in the first two.

The Control System Developmen_ Process

Mathf.lI_,if_ _ In principle, mathematical modeling provides the mean. of including individual physics in the process

of prediction of dynamic synem behavior without requiring the operation of the actual system itself. This is done via the

synthe_J of (time) differential or _te-thns (mul_e) equation, which account for the action of the important physical

processes in action within the system, the impact of external effects on the system, and the manner in which they all interact.

The practical reality, however, is that no mathematical model can exactly describe the behavior of a physical system of the

complexity which CELSS impfies, and therefore it mu_ be expected that the model will make prediction, which are at

variance with the true outcome. That error mus_ be dealt with in a quantitative way.

The suitability of the mathematical model for control design is determined by the physical .properties of the system and the

control objective. The modeler must decide whether the system is best represented in the continuons or discrete time domain,

whether distributed phenomena can be suitably represented by lumped models (i.e. the need for partial differential equations

versus the aAequacy of ordinary differential equations), and whether the nonlinear phenomena in the system must be fully

accounted for. Robustness cousidera_ons are involved in the selection of the time tcale of the model. Past stable dynamics,

which are usually ignored in conventional control analysis, cannot necessarily be nev, iected in the design of robust controllers.

Robustmess considerations also arise in selection of the level of aggregation in modeling, particularly with respect to biological
phenomena.

The role of mathematics and mathematical modeling in control theory is elegantly developed in/4/. Some partacui&rly

relevant passages from that document are excerpted in the following. Some are direct quotes and some are paraphrased.

The mathematical modetin 9 issee in control design differs from that in scientific research. The fimdamental ehollenoe in

control modelinq is to find parsimonious representations oI complex physical and biophysical phenomena wh_eYt arc adcfttatc

for the analytical and conspltmtionoA needs ol control design. For scientific understanding, freat emphasis is placed on

desclopin_ mieroseopical_ aecm'a_ model, derised from physical laws. In theory, once such a mode] is fir'm_ established, the

control desi_ based upon it is at least compatotionaibj ]eaaile but may bc so complez os to be impossiSle to implement. It

mat not be possible, however, to lvrite down ezaet dtmomie laws since processes, such as some biophysical responses to the
special cn=ironments produced in a CELS5, ma F bc poor_ xnderstood.

It is well estab_shed that feedback redt_cs the effect of mze.ertalnties ine_dinf mode_ng errors. This woatd imply that, in the

eztreme, model imperfections arc not re_ant in the con_=t of control From such a perspcctiee, what would be needed is a

powerfai fccd_aek dcsifn mcthodolo_ _icldin 9 a robttst, fmtl_tolerant control system. The process of control modetinf

therefore insotvcs identip/ing the appropriate mathematical structure - rich cnoxfh for adeqmate problem description yet

simple enongh for mathematical troctabitity - and then bringing the power of mathematical machinery to bear on the solution

of the control problem.

(1) Mathematical model for control system synthesis. It is characteristic of the system control problem to employ simplified

models for the purpose of controller synthesis. These models typically (a) employ functionafiy more simple representations of

process belmvior and (b) do not describe all stable dynamics. It is a prsctical fact that much insight and intuition is necessary

to obtain such a model that is sufficiently comprehensive with minimum complexity. Examples of mathematical models

related to or developed for CELSS systems control application, appear in/5/-/11/.

(2) Simulation for performance demonstration. A computer implementation of the performance demonstration model would

fall in the cato&ory of %imulation model" in the terminology of many. Simulation model- are valuahie tooh for demonstrating

and testing the performance of systems. Scenario studies can be conducted to verify the effectiveness of the control design.

Computer simulation., based on more comprehensive and more nearly complete models than those used for conta-ol system

synthesis and include at lea_ the mo_ el&reticent nonlinearities, can be utilized to demonstrate conWolled sy_em

performance. Example of models developed for use in simulation of CELSS systems appear in/5/,/9/-/18/.

Important properties of simulation models are portability and modularity. Portability of a model to various computers with

little modification enhances communication amon{ researchers and makes models more readily adapted to state-of-the-art

developmente in computer hardware. Modular design of modeling software allows system design option variations to be

examined easily without siguificantiy affecting the programming code of the remainder of the model

Many simulation techniques are currently being developed which allow dat_ entry through graphical techniques for general

purpose simulation. /I_/, for generalized environmental conta-o| and life support system design and analysis /20/, and for
control system design/21/-/23/. Graphical interfaces greatly ease the dat_ input process and reduce the problems associated

with programming errors. The utilization o_ a {raphical input simulation technique which accommodates the biophysical and

physical processes involved in the CELSS system would be valuable in controlled system validation.

(3) Limitation. on linemization. It is common practice in control system synthesis to produce linearized approximatious of

the sysSem representation which are suitmt for this purpose. There are myriad examples of the spectacular success of this

spproach. In the case of large scede complex systems, of which CELSS is an example, there are limitations to the applicability

of llnearization, and this has been formalized/24/.

Con_l _ _ and _ m3aiy_ Any stab_g control system might be robust. The truly outstanding

result of the robust control perspective is the means of proving robustness. However, the emerging leading methods of

robustness analysis incorporate in their stxuc_ure the means of robu_ control system synthesis. Thus it is most efficacious to

discuss synthesis and robustness analysis together. Progress has been made in two broad categories of perspective: (1)

synthesis and analysis in the time domain and (2) an_ysis in the domain of the Laplace trans/orm independent variable.



(1)Synthesisand analysis in the time domain. Three overtly different forms of time domain robust control system structure

generation are actively developing. In robustne_ considerations some weikdefined form of _ability plays a leading role, and

all three methods are based on the Direct Principle of Lyapunov which requires expression of the equations of dynamics in

the state variable form and, in some cases, in a contraction space/25/.

Adaptive control A truly compelling concept in robu_ control syn_, adaptive control has been the subject of intensive

research and development activity since i_ comin_ to the attention of/,he (Western) cont_rol comm_mlty in the late 1950'e. It

ham had spectacular eucee_ in some hi_ specialized and environmenteJly isolated appfications, but has not yet been

developed to the stage of a generally applicable control s_rate13,. Global practical stability has proven to be elusive for the

broad spectrum of uncertainties.

Binary Control systen_. Developed by Emelyanov and coworkers/26/, BInary Control structures are very flexible and can

include on-oH controls as well as continuous controle with rebu_mmm prmds possible for many combination- of adverzitiez.

The most well-known subset of Binary Control structures is Variable Structure with Sliding Modes, promoted In the West by

Utkin /27/ and others.

Control synthesis via the Direct Principle of Lyapunov. A rather wide spectrum of control forms can be structured in ways

suuested by uJe of the Direct Principle of Lyapunov. Leltmann /1/ and othere have explored a special form of robustness

enhancement, and others (Hollet, /28/, Schmitendorf, /29/, Blackwell, /25/) have coupled the Algebraic Riccati Equation

with the Direct Principle of Lyapunov to synthesize robust control systems for nominally linear models of systeme to be
controlled.

(2) Synthesis and analysis In the Laplace domain. Control system development in the Laplace domain, pioneered by Bode and

Hyquist in the West, ha_ been historically the primary approach for single output variable, single control varm_le controller

synthesis (the typical servomechanism situation). It has been extended to multiple control input - multiple controlled output

form and combined with a robustness analysis procedure in Hoo to provide an attractive procedure. An additional attraction

to those already famifiar with and attached to the historical form is that it offers a le_ Intimidating prospect than that of

becoming comfortable with the unfamih'ar state variable/time domain methods. We will formally acknowledge four versions of

this catelgory of robnst controi analysis/synthesiz perspectives.

Hoo optimal control. Developed by _nes and others/30/, this approach searches for controllers which stabilize an entire set

of systems to be controlled /31/.

p synthesis. Developed by Doyle /32/and others,/J synthesis incorporates means of accounting for "structured uncertainty"

in Heo.

Quantitative Feedback Theory. Developed by I. Horowitz /33/, tb_ perspective is based on the view that a set of sys1_nm
repreeenta the system to be controlled with every possible combination of the uncertainties, each member of the set being the

system to be ¢ont_rolled with one combination of the uncertainties. The object is to find a control system which will cause all

systems in the set to perform acceptably. If such a control system can be found, it is a robust control by definition. Some of

the importa_ details of the theory have been controversial

Linear Quadratic Ganssian with Loop Transfer Recovery. Developed by Athans /34/and others, this perspective represents

the conversion of part of a _cal _t in state variable/thne domain theory to the Laplace domain. It hu been found to

be difficult to apply to certain types of practically significant systems.

Comment: All of the methods described obove are the se_ject of eon_nni_ research an_ developmenL Each haw attraetiee

feolnres ond eae.h has we,,kness. As each Aot been deeeioped more eompk/eb/, the re_ttlz _ produce for compatible

spstems become more near_ the :ome, with some reiyin_ partia_ on anat_/sis in the other to produce rer4_ more

e_/ec_eeiv, e.g. Hoo anabtsis uses state eoriabk tenets/or certain re,red porameterizations.

The authors remain generally open-minded about the merits of the candidates, but view the Direct Principte of Lyapunov as

having the greatest potential for direct application to robust nonlinear systems development, and thus having greater

likelihood of appficabifity to some CELSS problems. Hhistrations of the application the Direct Principle of Lyapunov to

CELSS related systems appear in/35/and/36/.

Integration of Hewiy Available Capabilities

A number of capabilities have become available which have impacted the systems control discipline or have significant

potential to impact it.

(1) Object oriented programming structures. Object oriented progrannnin_ structures offer a new level of clean, crisp,

program_ for aimulation and control algorithm applications. This structure is _ compatible with multiple programmer

program _eneration and integration/9/. It should be integrated Into the _ELSS program _tivities at every level.

(2) Artificial inteUi_ence/expert systems. The artificial intelli_ence/exp_rt syste_m_ structures show much prombe for

applications in the implementation of the logistics of systems management (hnnfing of tracking commands and execution of o-

ther automation taske /37/,/38/). There is some evidence that in some quarters, artificial intelligence is thought of as having

great general potential as a means of robust control. There are compelling arguments to the contrary, and no convincing

results have as yet been produced.

(3) _eural networks. Rapid computation of nonlinear functions is assured to be of value In the CELSS program, since the

CELSS contah_ many nonlinear process, and some control lawe are likely to be nonlinear. Heural networks promise this ra-

pid, accurate calculation capability, and should be included into the CELSS program plan/39/.

(4) Parallel processing. Parallel processing provides an economical means of Increasing instruction execution rat_, and iz sure
to be valuable in the CELSS. Both dedicated parallel procemmrs and such configurations as Hypercube (being developed,

among other place_, at the Jet Propulsion Laboratory) promise to be nsehll.

(5) Formal method_ of software design and documentation. Software design and documentation is well on the way to being a



matureenq_ineerin_ field, one which hal _rown alon_ with structured and object oriented programming. In a previous example,
we cited the prospective two million inatructious of a new _eneration _ performance aircra_; it is not out of the realm of

expectation that the overall CELSS man_emen_._utomation-control control software will be sufficiently large to make it
crucial to have such consistently _ructured h_h level instt'_ction sets and commensurate hi_ quality documentation of that
so.ware.

Miscellaneous Issues

(I) Chaotic behavior. The possibility of "¢haot/c behavior J' of the CELSS has been raised as a threat to system inte_;rity/40/.
Chaotic behavior of controlled systems is not a newly observed phenomenon. The "hunting' behavior observed for the first

time in the 1940% to occur as the resu/t of inte_-al control action in the presence of coulomb friction is an example of chaotic

motion. It should be kept in mind that chaotic dynamics is characterized by bounded variations of the variables involved, and

this implies robustness with respect to some rations/criterion. The conclusion to draw is that one should be alert to the
possibility of exce_ive chaotic behavior, but of itself, chaotic behavior constitutes no more threat to rehus_ness than do the

disturbances, for example.

(2) Hardware evaluation and development. It should be expect_,d that due to the especially rigorous and exotic requirements

on the CELSS, an extraordinarily well s_Hed and equipped component and subsystem* hardware test and development
lab,oratory should be formed.

(3) Slowly respendin_ semmrs and actuators. It is well establi*bed that in some cases, sensors and/or actuators exhibit

inherent dynamics which are Uslow n compared to the dynamic behavior needed for robust performance. In some cases, at
le_, precise knowledge of the dynamics can support _input identification" which increases the speed with which the value of

an input can be estimated. Examples related to CELSS are membrane-based separation processes and fluid concentration
analyzers.

(4) Strate_ for dealing with the ms4_mtude and complexity of the CELSS systems control development problem. In the ease

of systems having the size end complexity of CELSS, it is important that the scale of the activities must be planned and

coordinated so that it can _7ow with the development of the system. As examples, both the control system development

model and the performance demonstration model should be structured (as an example, use object oriented programming) to

suppor_ orderly, well organized _rowth as more and more effects are included in the control system development.

(5) Fault tolerance. Providing performance robustness in the presence of component failure is important, and is approached

from a pemgective different from the other sources of adversity. To have redundancy is the ouly mean, of overcoming per-
formance loss due to failure, but it has become reco{,nised that in the context of systems control, redundancy can take on
more than one form.

Initial efforts to deal with failure were simply to have multiple copies (typically three) of exactly the same item. This is not

always physically possible, and when it is, there arises the problem of detecti_ failure and deciding which item failed. It has

been more recently realized (from fundamental linear systems control theory) that redundancy in control a_'tuator effects and

sensor information can occur without exact multiple components. Thus additional kinds of sensing and actuation can provide
redundancy and fault tolerance without exact multiple components/3/.

(6) Unique ampects of the CELSS. In the effort to put the CELSS control system development in perspective, it is

constructive to compare with other complex systems NASA has developed. There are many similarities and prospectively,

many similar problems and common utilizations of control actions and methods. However, the CELSS will include crop plants
which are a vital part of system operation, and CELSS must perform robustly for unprecedented periods of time.

It is _enerally acknowledged that the dynamics of growth and _ exchm_e of plants in closed controlled environmem_ are

currently not well understood, and thus the mathematical models of these processes will reflect greater uncertainty than those
of the more conventional technical systenas. Thus this aspect is unique to CELSS.

The requirement for robust performance for unprecedented periods of time put* added weight on the development of fault
tolerance. The de_-e of fault tolerance needed for CELSS is also unique.

CLOSING COMMENTS

We have discussed the issues of dynamic system* control as they relate to CELSS, a system which mu_ perform robustly to

support humans in the space environment. Means are now available to carry the pursuit of robust performance for systems
havin_ adversities which are characteristic of CELSS si{pa/ficantly further than ever before. All the methods which were

discussed are in continulu_ development, and thus ever increasin_ cspabilitios can be expected to become available for

addressin{ the robustness requirements for CELSS. No sin_e method is available to resolve the entire robust performance
problem in a non-iterative way. Consequently, one should expect to use the compatible stren_,ths of all available methods in

conjunction with newly emerging techniques in software engineering and design.
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